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Basic setup

A three step method to evaluate a statistical inference problem:
associate, predict, and combine.

We write down an association between data Y, parameter 0,
and a random variable U, describing how the data is sampled

Y = a(0, U).

Example: if Y ~ N(6,1) and ® denotes the standard normal
CDF then

Y =0+U, U ~ N(0,1).



Basic setup

Validity- . .
preservation A three step method to evaluate a statistical inference problem:

properties of

rules for associate, predict, and combine.

combining
inferential
models

o e We predict the random variable U whose distribution is fully
1nd Nicholas known. Specifically, we predict using a (valid) random set S
: (catching butterflies).

Statistical
inference
based on be-

lief/plausibility



Validity-
preservation
properties of

rules for

combining
inferential
models

Ryan Martin
aind [

Statistical
inference
based on be-

lief/plausibility

Basic setup

A three step method to evaluate a statistical inference problem:
associate, predict, and combine.

We predict the random variable U whose distribution is fully
known. Specifically, we predict using a (valid) random set S
(catching butterflies).

Example: a sort of default random set is

S={u:|ul <|U], U~ N(0,1)}.
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Basic setup

A three step method to evaluate a statistical inference problem:
associate, predict, and combine.

Let the solutions in ¥ for a given (y, u) according to the
association be denoted ©,(u) = {0 : y = a("¥, u)}. Then,
combine the solutions over S to obtain the random set on the
parameter space

0,(5) = | &y(u).
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Let the solutions in ¥ for a given (y, u) according to the
association be denoted ©,(u) = {0 : y = a("¥, u)}. Then,
combine the solutions over S to obtain the random set on the
parameter space
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Example: in the normal example this becomes the set

{19 : |y_19| < |U|}a U~ N(Oa 1)
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Basic setup

The inferential output for an assertion A about @ is the
belief/plausibility pair (b,(A), p,(A)) where

Ps(©,(S) € A),

and p,(A) =1-b,(A°).



Basic setup

Validity- . .
preservation The inferential output for an assertion A about @ is the

Pr?ﬁleegife:rOF belief/plausibility pair (b,(A), p,(A)) where
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Example: for the normal example the plausibility contour
function may be written

Statistical
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Validity property

Validity- . . . . . .
preservation We insist the inferential model output is valid.
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Validity assertions.
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Valid inferential models
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Combination rules preserving validity

Validity- . i . .
preservation We can construct a valid IM given one data point (piece of

properties of . . ey .
rules for evidence), and produce belief/plausibility for any assertion.
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models If we get a second data point we can repeat and obtain another
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How to do this?

1. Combine output? (the belief/plausibility functions)
2. Combine input? (the data)

Main problem



Possible strategies

Validity- .. . . . ’
| L Combining plausibility (contour) functions - via Dempster's
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rules for Rule, (a version of) Dubois and Prade’s Rule, perhaps others?
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